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Abstract

This study develops a computational framework for Rayleigh-type surface wave propagation in an orthotropic piezoelectric thermoelastic
half-space, emphasising thermoelastic coupling, heat transfer effects, and the influence of electrical and thermal boundary conditions.
Generalised thermoelastic models based on the Green–Naghdi type III (GN-III) and three-phase-lag (TPL) theories are employed to
overcome the limitations of Fourier heat conduction, and secular relations for the phase velocity, attenuation, and energy dissipation
are derived. Analytical simulations are carried out in MATLAB, while machine-learning surrogates in Python enable fast prediction
and boundary classification. A regression-based model accurately predicts wave characteristics with reduced computation time, and a
confusion-matrix classifier effectively identifies boundary states. Results show that phase velocity increases with propagation angle and
saturates with wave number, while attenuation and specific loss are strongly boundary-dependent. The work is limited to homogeneous
half-spaces with idealised interfaces, suggesting scope for multiscale modelling and experimental validation. The integrated GN-III/TPL
and ML-assisted framework offers a powerful tool for thermoelastic wave analysis with potential applications in surface acoustic wave
sensing, non-destructive testing, aerospace structures, and energy harvesting systems.
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1. Introduction

The classical thermoelasticity theory based on Fourier’s heat
conduction law leads to a parabolic heat equation, which implies
an unrealistic in�nite speed of thermal signal propagation.
This limitation becomes particularly evident in low-temperature
environments and under high heat �ux conditions, where �nite
thermal response times are physically observed. To address this
inconsistency, several generalized thermoelastic theories have
been proposed by introducing hyperbolic-type heat conduction
equations. In these models, thermal disturbances propagate
in the form of waves with �nite velocity, commonly referred
to as second sound. As a result, generalized thermoelasticity
has emerged as an e�ective framework for describing thermo-
mechanical interactions inmodern engineering and technological
applications.
Wave propagation in Orthotropic piezoelectric solids has

attracted sustained research interest due to its importance in
both theoretical mechanics and applied sciences. Surface

acoustic waves, especially Rayleigh-type waves, are of particular
signi�cance because of their con�nement near free surfaces
and their strong sensitivity to boundary conditions and material
anisotropy. These properties are extensively utilized in the
development of acoustic sensors, microelectromechanical systems
(MEMS), and nondestructive testing techniques [1–5]. Earlier
investigations on Orthotropic piezoelectric substrates have
enhanced the understanding of electromechanical coupling,
thermal in�uences, and defect-related e�ects, thereby providing
useful guidance for improving device e�ciency and operational
reliability [6–9].
To overcome the shortcomings of classical coupled and

uncoupled thermoelastic models, several generalized theories
have been formulated. The Green–Naghdi type III (GN-III) theory
incorporates �nite thermal wave speedwithout energy dissipation,
whereas the three-phase-lag (TPL) theory introduces separate
delay times associated with heat �ux and temperature gradient
to represent micro-scale thermal relaxation more accurately [10–
14]. These generalized approaches are particularly suitable for
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high-frequency applications and materials with microstructural
e�ects, where classical Fourier-based descriptions fail. Previous
studies have demonstrated that surface wave propagation in such
generalized thermoelastic media is highly sensitive to boundary
conditions and material parameters [15–19].
In Orthotropic piezoelectric media, the application of GN-III

and TPL theories has revealed notable changes in dispersion
characteristics, attenuation behavior, and stress distributions
of propagating waves [20–23]. These �ndings are especially
relevant for commonly used Orthotropic piezoelectric materials
such as LiNbO3 and PZT, which are widely employed in sensing,
actuation, and energy harvesting technologies. Additionally,
imperfections such as voids, defects, and non-ideal interfaces
further in�uence wave propagation, emphasizing the need for
comprehensive analytical models capable of addressing realistic
boundary conditions [24–27]. Such models are essential for both
advancing theoretical understanding and supporting practical
applications in electronics, aerospace engineering, and biomedical
ultrasonics.
While analytical formulations provide fundamental physical

insights, solving the resulting dispersion relations over wide
parameter ranges can be computationally demanding. In this
regard, machine learning (ML) o�ers a useful complementary
approach by acting as a surrogate model trained on analytically
generated datasets. Regression-based ML techniques enable
rapid prediction of phase velocity, attenuation, and speci�c loss,
whereas classi�cation models can e�ectively identify electrical
and thermal boundary conditions from wave response data.
This combined analytical–ML framework signi�cantly reduces
computational e�ort and supports e�cient parametric analysis
and intelligent design of piezoelectric devices [28–39].
In this work, Rayleigh-type surface wave propagation in

a Orthotropic piezoelectric half-space is examined under
di�erent electrical and thermal boundary conditions within
the frameworks of GN-III and TPL theories. The analytical
solutions are further complemented by machine learning-based
predictions and boundary condition classi�cation, resulting
in an integrated approach that bridges classical mechanics,
computational modeling, and data-driven intelligence.

2. Mathematical formulation of the model I and II

The governing equations and constitutive relations for a linear
Orthotropic-piezothermoelastic, homogeneous medium are:

(A) Strain-displacement relation:

"ij =
1
2
(
ui,j + uj,i

)
. (1)

(B) Stress-strain-temperature and electric �eld relations:

�ij = Cijkl"kl − ekijEk − �ij�. (2)

(C) Equations of motion without body force:

�ij,j = �üi . (3)

(D) Gauss equation:

Di,i = 0, Di = eijk"jk + �ijEj + pi�. (4)

(E) Law of conservation of energy:

qi,i = −��̇�0. (5)

(F) Entropy equation:

�� = �Ce
�0

� + �ij"ij + piEi . (6)

(G) Heat conduction equation: Three phase lag thermoelastic
model [7]:

(1 + �q
)
)t +

�2q
2
)2
)t2 ) q̇i = −�∗ij (1 + ��

)
)t ) �,j−�ij (1 + ��

)
)t ) �̇,j .

(7)
Green-Naghdi type III (GN-III) thermoelastic model with dual

phase [15]:

(1 + �q
)
)t ) q̇i = −�∗ij (1 + ��

)
)t ) �,j − �ij �̇,j . (8)

Here, �̇ = �. Equation (8) can be recovered from equation (7) by
taking �� = 0 and considering only �rst order partial derivatives.
In equations (1)-(8) i, j, k, l = 1, 2, 3, � is the mass density,
"ij

(
= "ji

)
is the strain tensor, �ij

(
= �ji

)
is the stress tensor,

Cijkl denotes the symmetric elastic tensor; ekij piezoelectric
moduli tensor is symmetric with respect to i, j; �ij is non-
singular and denotes the thermal elastic coupling tensor. � is the
temperature change of the material, �0 is the reference uniform
temperature, ui is mechanical displacement, Ce is the speci�c heat
at constant strain and pi is the pyroelectric moduli, �ij is electric
permittivity; qi is the heat �ux vector. �∗ij

(
= �∗ji

)
, �ij

(
= �ji

)
are

heat conductivity rate and coe�cient of heat conduction of the
material, both are positive de�nite, � is the entropy and �q; ��; �� is
an intrinsic thermal properties of thematerial termed as phase-lag
of the heat �ux; phase-lag of the thermal displacement gradient;
phase-lag of the temperature gradient respectively, which satis�es
the inequality 0 ≤ �� < �� < �q . Also, Ei = −',i , where Ei is
the electric �eld and ' is the electric potential function. Here
Di represents electric displacements. (̇) denotes time derivative
and (),jindicates partial derivatives with respect to xj unless and
otherwise stated.

Figure 1. 3D schematic of an orthotropic piezothermoelastic half-
space with free surface at x3 = 0. An oblique wave impinges on the
surface, producing a re�ected bulk wave and a surface-guided wave. The
inclination angle � is measured in the surface plane between the x1-
axis and the propagation direction. Coordinate axes x1, x2, x3 follow the
adopted system.

2.1. Description of the model I
For the present study a homogeneous, orthotropic, thermally
and electrically conducting ortho-piezo-thermoelastic half-space
with initial temperature �0 in undisturbed state assumed such
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that
||||||
�
�0

||||||
<< 1 and initial electric potential '0 is considered

(See the schamatic diagram for this model in Fig.1). Cartesian
co-ordinate system (x1, x2, x3) is introduced in such a manner
that the origin of the co-ordinate system lies at any point on
the horizontal surface, the axis of material symmetry, x3−axis,
indicating vertically downwards into the half-space, denoted by
x3 ⩾ 0 .
From (2), it yields

�11 = C11"11 + C12"22 + C13"33 − e31E3 − �11�,
�13 = 2C55"13 − e15E1,

�33 = C13"11 + C23"22 + C33"33 − e33E3 − �33�,
D1 = 2e15"13 + �11E1,

D3 = e31"11 + e32"22 + e33"33 + �33E3 + p3�.

⎫
⎪
⎪
⎬
⎪
⎪
⎭

. (9)

In the view of equation (9), the basic governing equations (3) and
(5)-(8), can be postulated as without body forces, heat sources and
charge density:

C11u1,11 + C13u3,13 + C55(u1,33 + u3,13)
+ (e15 + e31)',13 − �11�,1 = �ü1. (10)

C55(u1,13 + u3,11) + C13u1,13 + C33u3,33
+e15',11 + e33',33 − �33�,3 = �ü3. (11)

e15(u1,13 + u3,11) + e31u1,13 + e33u3,33 − �11',11
−�33',33 + p3�,3 = 0. (12)

�∗11
(
1 + ��

)
)t

)
�,11 + �∗33

(
1 + ��

)
)t

)
�,33

+�11
(
1 + ��

)
)t

)
�̇,11 + �33

(
1 + ��

)
)t

)
�̇,33 =

(
1 + �q

)
)t

+ �2q
2

)2

)t2
)
[
�Ce�̈ + �0

(
�11ü1,1 + �33ü3,3 − p3'̈,3

)]
. (13)

where �11 =
(
C11 + C12)

)
#1 + C13#3, �33 = 2C13#1 + C33#3; and

#1, #3 are, respectively, the coe�cient of thermal expansions.
For convenience, following dimensionless quantities are

de�ned and used for further calculations:

x′i =
!∗xi
vp
, u′i =

�!∗vpui
�11�0

, vp =
√

C11
�
, !∗ = CeC11

�11
,

t′ = !∗t, �′ = �
�0
, C1 =

C33
C11
, C2 =

C55
C11
, C3 =

C13+C55
C11

,
C4 =

C11−C12
2C11

, e1 =
e15+e31
e33

, e2 =
e15
e33
, �̄ = �11

�33
,

�p =
!∗e33'0
vp�1�0

, �n = �3�p, �3 =
�33C11
e233

, � = �0�21
�CeC11

,

Υ = Υ33
Υ11
, � = �33

�11
, �′ij =

�ij
�11�0

, D′
i =

DiC11
�11�0e33

,

d′ = !∗d
vp
, ℎ′ = ℎvp

!∗
, '′ = '

'0
, �′ = �vp

!∗
, !′ = !

!∗
, c′ =

c
vp
, '′ = '

'0
, p = p3C11

�11e33
,
(
�′q , �′� , �′�

)
= !∗

(
�q , �� , ��

)
.

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎪
⎪
⎪
⎭

(14)

Here vp is the longitudinal wave velocity in the half-space, !∗
represents the characteristic frequency of the half-space, �p and
� are, respectively, the piezoelectric coupling and thermo-elastic
coupling parameter.
With the view of the equation (14) in equations (10) - (13)

and suppressing primes for convenience, it yields the following
equations:

u1,11 + C2u1,33 + C3u3,13 + e1�p',13 − �,1 = ü1 ,
C3u1,13 + C2u3,11 + C1u3,33 + �p

(
e2',11 + ',33

)
− ��̇ = ü3 ,

e1u1,13 + e2u3,11 + u3,33 − �n
(
�̄',11 + ',33

)
+ p�,3 = 0,

(1 + ��
)
)t ) �̇,11 + Υ (1 + ��

)
)t ) �̇,33 + Υ1 (1 + ��

)
)t ) �,11 + Υ3 (1 + ��

)
)t ) �,33

−(1 + �q
)
)t +

�2q
2

)2
)t2 ) �̈ = (1 + �q

)
)t +

�2q
2

)2
)t2 )

[
�
(
ü1,1 + �̄ü3,3 − �pp'̈,3

)]
,

⎫
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎭

(15)

where Υ1 =
�∗11!

∗

�11
, Υ3 =

�∗33!
∗

�11
.

Again using equation (14) in equation (9), the dimensionless
form of stresses and electrical displacement components in x1−x3
plane can be written as (suppressing primes for convenience)

�11 = u1,1 + (C3 − C2) u3,3 + �p (e1 − e2) ',3 − �,
�13 = C2

(
u3,1 + u1,3

)
+ e2�p',1,

�33 = (C3 − C2) u1,1 + C1u3,3 − �� + �p',3,
D1 = e2

(
u1,3 + u3,1

)
− �̄�n',1,

D3 = (e1 − e2) u1,1 + u3,3 − �n',3 + p�.

⎫
⎪
⎪
⎬
⎪
⎪
⎭

(16)

2.2. Brief Mathematics for Model II
Constitutive relations for Model II [21]:
(
1 − �2∇2) �ij = �Lij = cijklekl(�̄)

−�ijEk(�̄) − �Tij�(�̄) + 
ij (�̄), (a)
(
1 − �2∇2) �1i =

(
�1i

)L = Aij ,j(�̄) + ℎijEj(�̄), (b)
(
1 − �2∇2) � = �L = −
ijeij(�̄)

−gkEk(�̄) − a (�̄) + ��(�̄), (c)
(
1 − �2∇2)Di = DL

i = �ijkejk(�̄) + "ijEj(�̄)
+�i�(�̄) − gi (�̄) − ℎij ,j(�̄), (d)

(
1 − �2∇2) �S∗ = (�S∗)L = �Tijeij(�̄)

+�iEi(�̄) + � (�̄) + �CE�(�̄)
�0

. (e)

Equations of motion of Model II [21]:

�Lij,j +
(
1 − �2∇2) Fi = �

(
1 − �2∇2) üi , (f)

Di,i = 0, where Ei = −�,i , (g)

(
�1i,i

)L
+ �L + �

(
1 − "2∇2) l∗1 = �

(
1 − "2∇2)  ̈. (h)

2.3. Boundary Conditions
At the free surface (z = 0) of the considered nonlocal orthotropic
piezothermoelastic substrate, we introduce the following speci�c
boundary conditions.
Mechanical conditions:

�xz = 0, �zz = 0, (i)

Equilibrated stress condition:

�1z = 0, (j)

Dielectrical displacement condition:

Dz = 0, (k)

Thermal condition:

� = 0. (l)

Path of the Surface Particles
The components of mechanical displacement in the present
investigation are formulated as [21]

(u, w) =
5∑

m=1
(1, Pm) ũm exp[i!(qx + smz − t)] . (m)
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For a given real value of q, the actual displacements obtained
may be expressed in the following form [21]

(U,W) = ℜ(u,w) ≈ ℜ(
5∑

m=1
(1, Pm) exp[i!(qx + smz − t)]) .

(n)

3. Boundary conditions Model I

The preceding governing equations can be solved by using the
below mentioned mechanical, electrical, and thermal boundary
conditions.
3.1. Mechanical boundary conditions
The surface of the half-space is supposed to be stress free so

�13 = 0, �33 = 0. (17)

3.2. Electrical boundary conditions
The surface of the half-space is assumed to be either electrically
shorted or open which mathematically yields the following
electrical boundary conditions

' = 0, D3 = 0. (18)

3.3. Thermal boundary conditions
Thermal boundary conditions can be elicited as

�,3 + 
� = 0, (19)

here 
 is the coe�cient of surface heat transfer and 
 → 0 give
rises to thermally insulated condition whereas 
 → ∞ leads to
isothermal boundary condition.

4. Solution procedure

The solution of the considered equations (15) can be decomposed
in terms of normal modes in the following form

(u1, u3, ', �) = (1, V,W, T)U exp{i� (x1 sin � + mx3 − ct)},
(20)

where �, c, ! denotes, respectively, the dimensionless wave
number, phase velocity and angular frequency of the waves. Also
c = !

�
, � represents the inclination angle of the wave normal to

the axis of symmetry (x3−axis) andm is an unknown parameter
which de�nes the penetration depth of the wave. V, W, T are the
amplitude ratios of the mechanical displacement u3, electrical
potential ' and temperature change � to that of mechanical
displacement u1 respectively. Inserting (20) in (15) generates
a system of homogeneous linear equations in terms of amplitudes,
�ijX = 0 , i.e,

⎡
⎢
⎢
⎢
⎢
⎢
⎣

a11 C3ms �pe1ms − s
i�

C3ms a22 �pa23 − �̄
i�

e1ms a23 −�n
(
�̄s2 +m2) pm

i�
A3�c2s ��̄mc2 �p�pc2m

a44
i�

⎤
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

1
V
W
T

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
0
0
0

⎤
⎥
⎥
⎥
⎥
⎦

,

(21)
where a11 = s2 + C2m2 − c2, a22 = C2s2 + C1m2 −
c2, a23 = e2s2 + m2, a44 = −A3c2 + i�

(
Ãs2 + B̃m2),

s = sin �,A1 = (1 + ��(−ic�)) , A2 = (1 + ��(−ic�)) , A3 =

(1 + �q(−ic�) +
�2q
2
(−c2�2)) , Ã = (A1c +

Υ1A2
i�

)and B̃ =

(−ῩA1c −
Υ3A2
i�

).
The non-trivial solution of the equation (21) is ensured when

the determinant of the coe�cient matrix vanishes, i.e., ||||�ij
|||| = 0

which constitutes
|||||||||||||||||

a11 C3ms �pe1ms −s
C3ms a22 �pa23 −�̄
e1ms a23 −�n

(
�̄s2 +m2) pm

A3�c2s ��̄mc2 �p�pc2m a44

|||||||||||||||||

= 0. (22)

Expanding the determinant, the following polynomial equation
inm is obtained

m8 + A1m6 + A2m4 + A3m2 + A4 = 0. (23)

The expressions for Ai(i = 1, 2, 3, 4) are available in Appendix A.
The characteristic equation (23) being bi-quadratic in m2so

gives four characteristic roots for m2
i , (i = 1, 2, 3, 4). Here the

major concern is with the surface waves whosemotion is con�ned
to the free surface of the half-space, hence the characteristic
roots must satisfy the radiation condition, i.e, Im (mi) ≥ 0. So
the bounded solution for mechanical displacement, electrical
potential and temperature change can be expressed as

(u1, u3, ', �) =
4∑

n=1
(1, Vn, Wn, Tn)Un exp[i��n] , (24)

where, �n = x1 sin � + mnx3 − ct, for every mn, (n = 1, 2, 3, 4)
the amplitude ratios can be stated as,

Vn =
�42 (mn)
�41 (mn)

, Wn =
�43 (mn)
�41 (mn)

, Tn =
�44 (mn)
�41 (mn)

, (25)

where �4j (mn) , j = 1, 2, 3, 4 indicates the co-factor of the
element �4j corresponding to the root mn, n = 1, 2, 3, 4. The
values of �4j (mn) , j = 1, 2, 3, 4 are provided in Appendix A.

Substituting equation (24) on equation (16), the expressions for
stresses, electrical displacement, and temperature gradient are as
follows:

(
�13, �33, D3, �,3

)
=

4∑

n=1
i� (B1n, B2n, B3n, mnTn)Unei��n , (26)

where B1n, B2n, B3n are de�ned in Appendix A.

5. Derivation of secular equations

5.1. Stress free, electrically open and thermally insulated
surface of the half-space
From the boundary conditions (17), (18), and (19) at the free
surface, at x3 = 0, the following system of four homogeneous
linear simultaneous equations in amplitude Un, n = 1, 2, 3, 4
are obtained

4∑

n=1
B1nUn = 0,

4∑

n=1
B2nUn = 0,

4∑

n=1
B3nUn = 0,

4∑

n=1
mnTnUn = 0.

which can be penned in terms of matrix notation as �B1�U = 0.
Here�B1denotes fourth order squarematrix provided inAppendix
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B and �U = [U1, U2, U3, U4]
⊤. Here []⊤denotes the transpose

of the matrix []. For the existence of non-trivial solution of the
above simultaneous equations is |�B1| = 0, which after algebraic
computation reduces to

m1T1�1 +m2T2�2 +m3T3�3 +m4T4�4 = 0. (27)

Here, �1 =

|||||||||||||

B12 B13 B14
B22 B23 B24
B32 B33 B34

|||||||||||||

, �2 =

|||||||||||||

B11 B13 B14
B21 B23 B24
B31 B33 B34

|||||||||||||

,

�3 =

|||||||||||||

B11 B12 B14
B21 B22 B24
B31 B32 B34

|||||||||||||

, �4 =

|||||||||||||

B11 B12 B13
B21 B22 B23
B31 B32 B33

|||||||||||||

.

The equation (27) is the secular equation for propagation of
surface waves under stress free, electrically open and thermally
insulated boundaries of ortho-piezo-thermoelastic half-space.

5.2. Stress free, electrically open and isothermal surface of
the half-space

Invoking the boundary conditions (17), (18), and (19) at the free
surface x3 = 0, the following system of four homogeneous linear
simultaneous equations in amplitude Un, n = 1, 2, 3, 4 are as
follows 4∑

n=1
B1nUn = 0,

4∑

n=1
B2nUn = 0,

4∑

n=1
B3nUn = 0,

4∑

n=1
TnUn = 0.

which can be expressed as�B2�U = 0. Here�B2is a square matrix
of order 4 given in Appendix B. The non-trivial solution of the
above system of equations exists when |�B2| vanishes, which after
mathematical calculation can be written as

T1�1 + T2�2 + T3�3 + T4�4 = 0, (28)

which is the secular equation for propagation of surface waves
under stress free, electrically open and isothermal boundaries of
ortho-piezo-thermoelastic half-space.

5.3. Stress free, electrically shorted and thermally insulated
surface of the half-space

Applying the boundary conditions equations (17), (18), and (19) at
the free surface x3 = 0, the following system of four homogeneous
linear simultaneous equations in amplitudeUn, n = 1, 2, 3, 4 are
obtained

4∑

n=1
B1nUn = 0,

4∑

n=1
B2nUn = 0,

4∑

n=1
WnUn = 0,

4∑

n=1
mnTnUn = 0.

which can be formulated as �B3�U = 0. Here �B3 is a square
matrix of order 4 given in Appendix B. Above system of equations
hold a non-trivial solution if the determinant of �B3 is zero, which
after algebraic computation reduces to

m1T1�s1 +m2T2�s2 +m3T3�s3 +m4T4�s4 = 0. (29)

Γsi can be acquired by replacing the third row of Γi by Wi , i =
1, 2, 3, 4 so that

�s1 =

|||||||||||||

B12 B13 B14
B22 B23 B24
W2 W3 W4

|||||||||||||

, �s2 =

|||||||||||||

B11 B13 B14
B21 B23 B24
W1 W3 W4

|||||||||||||

�s3 =

|||||||||||||

B11 B12 B14
B21 B22 B24
W1 W2 W4

|||||||||||||

, �s4 =

|||||||||||||

B11 B12 B13
B21 B22 B23
W1 W2 W3

|||||||||||||

.

Here the equation (29) is the secular equation for propagation of
surface waves under stress free, electrically shorted and thermally
insulated boundaries of ortho-piezo-thermoelastic half-space.
5.4. Stress free, electrically shorted and isothermal surface
of the half-space
Implementing the boundary conditions equations (17), (18),
and (19) at the free surface x3 = 0, the following system of
four homogeneous linear simultaneous equations in amplitude
Un, n = 1, 2, 3, 4 are obtained

4∑

n=1
B1nUn = 0,

4∑

n=1
B2nUn = 0,

4∑

n=1
WnUn = 0,

4∑

n=1
TnUn = 0.

Proceeding as above, the equation yields as

T1�s1 + T2�s2 + T3�s3 + T4�s4 = 0. (30)

Equation (30) gives the secular equation for propagation of
surfacewaves under stress free, electrically shorted and isothermal
boundaries of ortho-piezo-thermoelastic half-space. Equations
(27)-(30) utters a relation between phase velocity, wave number,
and attenuation coe�cient of surface waves in a stress free,
electrically open or shorted and thermally isolated or isothermal
boundaries of ortho-piezo-thermoelastic half-space. These wave
numbers and also phase velocities are complex quantities which
are attenuated in space. Since the characteristic equation (23)
and secular equations (27)-(30) are complex equations, hence
provides complex values of c. Generally to solve these equations
the following relation is considered

1
c =

1
V +

i%
! , (31)

so that � = � + i%, where � = !
V
, V and % are real numbers.

Here V′ = V
vp

and %′ = vp% are dimensionless phase speed and
attenuation coe�cient respectively. Primes are suppressed for
convenience. Let the roots of the equation (23) be of the form
mn = �n + i�n, then the solution of the plane wave equation (24)
reduces to

(u1, u3, ', �) =
4∑

n=1
(1, Vn, Wn, Tn)Un exp[−�m − i�n] , (32)

where �m = % sin � x1 + kInx3, �n = kRnx3 + � (x1 sin � − Vt),
kRn = �mR

n , kIn = �mI
n,mR

n = �n −
�n%
�
, andmI

n = �n�n −
�n%
�
.

6. Expression for phase velocity, attenuation
coefficient and specific loss

From the above analytical results derived in the preceding
section, the behaviour of the waves can be determined by the
characteristics of wave �eld such as phase velocity, attenuation
coe�cient and speci�c loss in view of the following formulae:
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Phase velocity: Phase velocity is given by, Phase velocity =
!

Re(�)
= !

�
.

Attenuation coe�cient: Attenuation coe�cient can be de�ned
as, Attenuation coe�cient = Im (�) = %, where � is a complex
quantity and Re (�) and Im (�) indicates, respectively, the real and
imaginary part of the complex number �.
Speci�c loss: Speci�c loss de�nes the internal friction of a
material [40]. The de�nition of speci�c loss is the ratio of energy
(∆Ω) dissipated in a sample through a stress cycle to the elastic
energy (Ω) stored in that particular sample when the stress is
maximum. Speci�c loss equals to 4 times the absolute value of the
imaginary part of � to the real part of �, in the case of sinusoidal
plane waves with small amplitudes [41].
Speci�c loss

(∆Ω
Ω

)
= 4�

||||||
Im(�)
Re(�)

||||||
, where � is a complex number

with Im (�) > 0. So, ∆Ω
Ω
= 4�

||||||
%
�

||||||
= 4� |||||

V%
!

|||||.

7. Amplitudes of Surface displacements, temperature
change and electrical potential function

In this section the expressions for amplitudes of mechanical
displacements

(
us1, us3

)
, temperature change ('s) and electrical

potential functions (�s) at the free surface x3 = 0 for a stress free,
electrically open and thermally insulated or isothermal boundary
of the half-space in the course of surface (Rayleigh type) waves
propagation is obtained. Here,

us1 = U1�exp {−�t} , us3 = U3�exp {−�t} ,
�s = Ψ1�exp {−�t} , 's = Φ1�e exp {−�t} ,

} (33)

where �t = i� (x1 sin � − Vt), � = �1 exp {−%x1 sin �}, with

U1 =
�1−�2+�3−�4

�1
, U3 =

V1�1−V2�2+V3�3−V4�4
�1

,
Φ1 =

W1�1−W2�2+W3�3−W4�4
�1

, Ψ1 =
T1�1−T2�2+T3�3−T4�4

�1

⎫

⎬
⎭

. (34)

Similar expressions for amplitudes of mechanical displacements(
us1, us3

)
, temperature change (�s) and electrical potential

functions ('s) at the free surfacex3 = 0 for a stress free, electrically
shorted, and thermally insulated or isothermal boundary of
the half-space in the course of surface waves propagation from
equations (33)and (34) can be deduced by changing�1with�si , i =
1, 2, 3, 4. It is evident from equation (34) that the temperature
change at the surface x3 = 0 disappears in view of the secular
equations (28) and (30) for both thermally insulated or isothermal
boundary of stress free and electrically open or closed surface
of the half-space. Hence the derived expressions are compatible
with the boundary conditions.

8. Paths of surface particles

The main thrust of this section is to �nd the motion of the
surface particles of the modi�ed surface waves at x3 = 0. It
is distinguished that when the thermo-mechanical and thermo-
di�usive coupling interactions are occurring, the amplitude
and the wave velocity have become complex quantities which
ascertains that the wave is damped and there is a phase di�erence
between the horizontal (us1) and vertical mechanical displacement
(us3) functions [40, 41]. So at the free surface (x3 = 0) from
equation (33), we can write

us1 = |U1| � exp {i ( 1 − &))} , us3 = |||U3
||| � exp {i ( 2 − &)} , (35)

where ( 1,  2) = arg (U1, U2) , & = � (x1 sin � − Vt).
Using Euler’s representation of complex numbers and retaining

real parts only the equation (35) leads to

us1 = |U1| � cos {( 1 − &))} , us3 = |||U3
||| � cos ( 2 − &) . (36)

Eliminating & from equation (36), we have

(us1)2

|U1|
2 +

(us3)2

|||U3
|||
2 −

2us1us3
|U1| |||U3

|||
cos ( 1 −  2) = �2 sin2 ( 1 −  2) .

(37)
As 4 cos2( 1− 2)

|U1|2|U3|2
− 4

|U1|2|U3|2
= − 4 sin2( 1− 2)

|U1|2|U3|2
< 0, so the equation (37)

indicates an elliptic equation with major axis (2L1), minor axis
(2L2), and eccentricity (e), represented by

L1 =
�2

2
(
|U1|

2 + |||U3
|||
2) +

√
Dc, (38)

L2 =
�2

2
(
|U1|

2 + |||U3
|||
2) −

√
Dc, (39)

e2 =
2
√
Dc(

|U1|
2 + |||U3

|||
2) +

√
Dc

. (40)

where DC =
(
|U1|

2 − |||U3
|||
2) + 4 |U1|

2 |||U3
|||
2 cos2 ( 1 −  2). Let  

be the inclination of the major axis to the wave normal, so

tan (2 ) =
2
√
tan2 � − 1 |||U1 |||U3 |||||| Cos ( 1 −  2) − tan �

(
|U1|2 − |||U3 |||

2)

(
tan2 � − 1

) (
|U1|2 − |||U3 |||

2) + 4 tan � |U1| |||U3 ||| cos ( 1 −  2)
. (41)

In case of Rayleigh wave
(
� = 90◦

)
, therefore

 = 1
2 tan

−1 ⎛
⎜
⎝

2 |U1| |||U3
||| cos ( 1 −  2)(

|U1|
2 − |||U3

|||
2)

⎞
⎟
⎠
. (42)

From (42) it manifests that |U1| = |||U3
||| if and only if  =

45◦ , hence concludes that the horizontal and vertical mechanical
displacements are equal in magnitudes when the wave normal
and the major axis are inclined at an angle  = 45◦ and vice-
versa. Equation (37) reveals that the surface particles described
an elliptical path in a vertical plane parallel to the direction ofwave
propagation. Also, it is clear that the semi axes are related with
� = �1 exp {−% sin � x1}, therefore changes happen exponentially
[42, 43].
Moreover, when  1 −  2 = 90◦ , both the semi-axes have the

same signs and hence the surface particles traced an elliptical
path in a retrograde manner whereas when no phase di�erence
presented between twomechanical displacements functions,  1 =
 2, the surface particles sketch a straight line path.

9. Special case and validation

9.1. Generalized thermo-Orthotropic piezoelectricity
Considering �q = t0, �� = �� = 0, �∗11 = 0 = �∗33, it yields

�(1)ij =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

a11 C3ms �pe1ms − s
i�

C3ms a22 �pa23 − �̄
i�

e1ms a23 −�n
(
�̄s2 +m2) pm

i�

�c2s ��̄mc2 �p�pc2m
c2+ic�(s2+Ῡm2)

i�

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

vanishing the determinant we get the characteristics equation as

m8 + A(1)
1 m6 + A(1)

2 m4 + A(1)
3 m2 + A(1)

4 = 0, (43)
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The expressions for A(1)
1 , A

(1)
2 , A

(1)
3 , A

(1)
4 are given in Appendix C.

Then the results reduces to

m(1)
1 T1�

(1)
1 +m(1)

2 T2�
(1)
2 +m(1)

3 T3�
(1)
3 +m(1)

4 T4�
(1)
4 = 0, (44)

which is the secular equation for stress free, electrically open
and thermally insulated boundaries of ortho-piezo-thermoelastic
half-space and

T1�(1)1 + T2�(1)2 + T3�(1)3 + T4�(1)4 = 0, (45)

which represents the secular equation for stress free, electrically
open and isothermal boundaries of ortho-piezo-thermoelastic
half-space. Here m(1)

n , (n = 1, 2, 3, 4) are the roots of the
characteristics equation (43).

Where �(1)1 =

|||||||||||||

B(1)12 B(1)13 B(1)14
B(1)22 B(1)23 B(1)24
B(1)32 B(1)33 B(1)34

|||||||||||||

, �(1)2 =

|||||||||||||

B(1)11 B(1)13 B(1)14
B(1)21 B(1)23 B(1)24
B(1)31 B(1)33 B(1)34

|||||||||||||

�(1)3 =

|||||||||||||

B(1)11 B(1)12 B(1)14
B(1)21 B(1)22 B(1)24
B(1)31 B(1)32 B(1)34

|||||||||||||

, �(1)4 =

|||||||||||||

B(1)11 B(1)12 B(1)13
B(1)21 B(1)22 B(1)23
B(1)31 B(1)32 B(1)33

|||||||||||||

.

Also, the secular equations under stress free, electrically shorted,
thermally insulated and isothermal boundaries of ortho-piezo-
thermoelastic half-space become respectively

m(1)
1 T1�

s(1)
1 +m(1)

2 T2�
s(1)
2 +m(1)

3 T3�
s(1)
3 +m(1)

4 T4�
s(1)
4 = 0, (46)

and
T1�s(1)1 + T2�s(1)2 + T3�s(1)3 + T4�s(1)4 = 0. (47)

Here, B(1)1n , B
(1)
2n , B

(1)
3n , (n = 1, 2, 3, 4) are provided in Appendix C.

Here, �s(1)1 =

|||||||||||||

B(1)12 B(1)13 B(1)14
B(1)22 B(1)23 B(1)24
W(1)

2 W(1)
3 W(1)

4

|||||||||||||

, �s(1)2 =

|||||||||||||

B(1)11 B(1)13 B(1)14
B(1)21 B(1)23 B(1)24
W(1)

1 W(1)
3 W(1)

4

|||||||||||||

, �s(1)3 =

|||||||||||||

B(1)11 B(1)12 B(1)14
B(1)21 B(1)22 B(1)24
W(1)

1 W(1)
2 W(1)

4

|||||||||||||

,

�s(1)4 =

|||||||||||||

B(1)11 B(1)12 B(1)13
B(1)21 B(1)22 B(1)23
W(1)

1 W(1)
2 W(1)

3

|||||||||||||

, so that V(1)
n =

�42
(
m(1)
n

)

�41
(
m(1)
n

) , W(1)
n =

�43
(
m(1)
n

)

�41
(
m(1)
n

) , T(1)n =
�44

(
m(1)
n

)

�41
(
m(1)
n

) .

Here, �4j
(
m(1)

n

)
, j = 1, 2, 3, 4 indicates the co-factor of the

element �4j corresponding to the root m(1)
n , n = 1, 2, 3, 4. The

values of �4j
(
m(1)

n

)
, j = 1, 2, 3, 4 are provided in Appendix C.

Equations (44) - (47) are very much agree with the results
derived by Sharma et al. [22], and Rakshit et al.[43].

10. Numerical results

For numerical computations and validation of the analytical
results, an orthotropic material, Cadmium Selenite (CdSe), is
chosen. The material constants for a single crystal of CdSe are
listed in Table 1 below:

Table 1. Values of the parameters [21, 44]
Symbol Value Symbol Value
c11 74.1 × 109 Nm−2 c33 83.6 × 109 Nm−2

c13 39.3 × 109 Nm−2 T0 298 K
A1 1.3 × 10−5 N ℎ1 4 × 10−16 Cm−2

A3 1.2 × 10−5 N ℎ3 5 × 10−16 Cm−2


1 0.9 × 1010 Nm−2 g1 4 × 10−10 Cm−2


3 0.7 × 1010 Nm−2 g3 6 × 10−10 Cm−2

a1 1.2 × 1010 Nm−2 � 60 Nm−2K−1

c55 13.2 × 109 Nm−2 K3 9 Wm−1K−1

�T1 6.21×105 Nm−2K−1 �T3 5.51×105 Nm−2K−1

�31 −0.160 Cm−2 �33 0.347 Cm−2

�15 −0.138 Cm−2 "11 8.26 ×
10−11 C2N−1m−2

"33 9.03 ×
10−11 C2N−1m−2

�3 −2.9 ×
10−6 Cm−2K−1

K1 9 Wm−1K−1 � 1.45 × 10−16 Nm−2s
K∗
1 7 Wm−1K−1s−1 K∗

3 8 Wm−1K−1s−1
� 5504 kgm−3 CE 260 Jkg−1K−1

(a) Phase velocity. (b) Attenuation coe�cient

(c) Speci�c loss. (d) Phase velocity GNIII

Figure 2. Three-dimensional variations with respect to wave number �
and inclination angle � under electrically open and thermally insulated
conditions are presented for: (a) phase velocity in the TPL model, (b)
attenuation coe�cient in the TPLmodel, (c) speci�c loss factor in the TPL
model, and (d) phase velocity in the GN-III model.

Fig.2a shows how the phase velocity grows as inclination
angle alpha increases, while dispersion with wave number
chi stabilises at higher values. Under the electrically open
and thermally insulated condition, the TPL model predicts
higher phase velocities compared with other cases. This result
demonstrates how controlling boundary conditions can e�ectively
tune wave propagation speeds, which is highly useful in surface
acoustic wave sensors and communication �lters where delay
control is essential.

Here Fig.2b shows the attenuation coe�cient is highest at low
inclination angles and decreases gradually as alpha increases.
With wave number chi, attenuation increases sharply at lower
values and later saturates. This �nding highlights the strong
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damping in�uence of the electrically open and thermally insulated
boundary in the TPL model. In practical applications, this
is crucial in non-destructive testing and ultrasonic inspection
systems, where excessive damping at certain orientations could
mask defect detection signals.
In Fig.2c, the speci�c loss is observed to rise with inclination

angle alpha, showing peaks around moderate values of wave
number chi. This indicates that under the electrically open
and thermally insulated case, thermo-electro-mechanical losses
become signi�cant at intermediate frequencies and orientations.
Such loss factors are of high importance for energy harvesting
devices and acoustic metamaterials, where controlling energy
dissipation allows for either e�cient storage or deliberate
damping.
The GN-III model predicts in Fig.2d slightly lower phase

velocities than the TPL model under the same boundary
conditions. Nonetheless, the increasing trend with inclination
angle alpha and the dispersive nature with wave number chi
remain consistent. This comparative outcome underlines the
in�uence of microstructural model selection on predicting
wave behavior. In engineering design, such insights help in
choosing suitable constitutive models for advanced Orthotropic
piezoelectric composites used in sensors and actuators.

(a) Attenuation coe�cient GNIII (b) Speci�c loss GNIII

(c) Phase velocity TPL (d) Attenuation coe�cient TPL

Figure 3. Three-dimensional variations with respect to wave number �
and inclination angle � are shown under thermally insulated conditions:
(a) attenuation coe�cient in the GN-III model (electrically open), (b)
speci�c loss factor in the GN-III model (electrically open), (c) phase
velocity in the TPL model (electrically shorted), and (d) attenuation
coe�cient in the TPL model (electrically shorted).

The attenuation coe�cient in the GN-III model is generally
smaller compared to the TPL model which is presented in
Fig.3a, demonstrating reduced energy dissipation under the same
boundary constraints. This suggests that GN-III predictions are
more conservative with respect to damping. Practically, this
di�erence in attenuation modeling assists in designing devices
where controlled energy loss is required, such as ultrasonic �lters
or low-loss waveguides.
Fig.3b exhibits the GN-III model indicates that losses are

more pronounced at smaller inclination angles, contrasting
with the TPL model where losses are greater at larger angles.
This comparison highlights how theoretical assumptions a�ect

predictions of thermo-electro-mechanical energy loss. In practice,
this is valuable for designing damping layers and vibration control
systems, where precise prediction of loss mechanisms guides
material optimization.
In this case the Fig.3c represents the phase velocity remains

lower than in the electrically open case but still increases steadily
with inclination angle alpha. Dispersion with respect to wave
number chi is similar but slightly �attened. The shorted electrical
boundary reduces the electromechanical contribution, which
results in a slower wave. Such e�ects are important for designing
grounded acoustic sensors and �lters, where boundary grounding
is inevitable and must be accounted for in velocity predictions.
Attenuation levels are reduced compared to the electrically

open case in Fig.3d, but the overall pattern remains consistent:
higher attenuation at small inclination angles and a saturation
trend with wave number chi. This reduction demonstrates how
grounding suppresses electrical energy loss. In real-world terms,
this is advantageous for long-distance ultrasonic transmission
lines where reduced attenuation is desired to maintain signal
strength.

(a) Speci�c loss TPL (b) Phase velocity GNIII

(c) Attenuation coe�cient GNIII (d) Speci�c loss GNIII

Figure 4. Three-dimensional variations with respect to wave number �
and inclination angle � under electrically shorted and thermally insulated
conditions are presented for: (a) speci�c loss factor in the TPL model, and
(b–d) phase velocity, attenuation coe�cient, and speci�c loss factor in the
GN-III model.

Speci�c loss remains signi�cant but its peak shifts due to the
change in boundary conditions in the Fig.4a. The losses are
concentrated at mid-range wave numbers, which would be critical
in tuning devices for particular operational frequencies. This
has implications in designing acoustic dampers and frequency-
speci�c absorbers that bene�t from controlled loss under shorted
electrical boundaries.
In Fig.4b, the GN-III model shows consistently lower values

of phase velocity compared to the TPL model under the same
conditions, reinforcing the e�ect of microstructural modeling
assumptions. This outcome stresses the importance of careful
model selection when designing piezo-composite based acoustic
devices, ensuring that predicted wave speeds align with the
application.
Attenuation in the GN-III model remains consistently lower,

indicating reduced damping e�ects compared with the TPLmodel
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in Fig.4c. This suggests GN-III may be more suitable for devices
requiring low-loss wave propagation, such as in high-frequency
ultrasonic sensors used in biomedical imaging.

The loss behavior di�ers signi�cantly from the TPL predictions,
with notable reductions across inclination angle alpha. This
demonstrates that boundary grounding coupled with GN-III
assumptions provides minimal energy loss, making it suitable
for low-loss communication devices and waveguides where high
e�ciency is essential.

(a) Phase velocity TPL (b) Attenuation coe�cient TPL

(c) Speci�c loss TPL (d) Phase velocity GNIII

Figure 5. Figures illustrate three-dimensional variations with respect
to wave number � and inclination angle � under electrically open and
isothermal conditions. For the TPL model, phase velocity (a), attenuation
coe�cient (b), and speci�c loss factor (c) are shown, while panel (d)
presents the phase velocity for the GN-III model.

Here in Fig.5a, thermal isothermal constraints slightly increase
phase velocity compared with thermally insulated cases, as
heat transfer e�ects are constrained. The phase velocity shows
stronger sensitivity to inclination angle alpha. This result is highly
useful for temperature-stable wave devices, where maintaining
predictable wave velocity across thermal variations is critical.
Attenuation decreases overall under isothermal conditions

in Fig.5b, suggesting reduced thermal damping compared with
thermally insulated cases. This �nding can directly inform the
design of thermally stable sensors and actuators used in high-
temperature environments like aerospace structures.
Speci�c losses peak at moderate wave numbers but are lower

overall than in thermally insulated cases. This demonstrates
how isothermal constraints reduce thermo-electrical losses.
Represented in Fig.5c. Practically, this helps in developing energy-
e�cient transducers where losses need to be minimized.

Fig.5d represents the GN-III results again show slightly reduced
velocities compared with the TPL model but con�rm the same
upward trendwith inclination angle alpha. These results reinforce
the reliability of both models in capturing wave propagation
under varying thermal boundaries. Engineers can use this
insight for high-precisionwave-based devices operating in thermal
environments.
In Fig.6a, the GN-III model under isothermal constraints

predicts the lowest attenuation values across all cases studied,
making this boundary-model combination highly promising

for long-range ultrasonic transmission and structural health
monitoring in hot environments.

(a) Attenuation coe�cient GNIII (b) Speci�c loss GNIII

(c) Phase velocity TPL (d) Attenuation coe�cient TPL

Figure 6. Three-dimensional variations with respect to wave number
� and inclination angle � under isothermal conditions are illustrated
as follows: (a) attenuation coe�cient and (b) speci�c loss factor for the
GN-III model with electrically open boundaries, and (c) phase velocity
and (d) attenuation coe�cient for the TPL model with electrically shorted
boundaries.

The speci�c loss is small across all ranges of wave number
and inclination in Fig.6b, suggesting minimal thermo-electro-
mechanical energy dissipation. This points towards practical
applications in low-loss communication systems and high-
e�ciency piezoelectric sensors.

Fig.6c shows under both electrical grounding and isothermal
constraints, phase velocity stabilizes more quickly with wave
number chi and shows a smoother increase with inclination angle
alpha. This demonstrates how combined constraints produce
balanced propagation behavior. Such results are highly relevant
for electronic devices operating in controlled environments, where
stability is more important than extreme sensitivity.

Attenuation is at its lowest among all TPL cases studied,
showing that thermal and electrical constraints togetherminimize
energy loss in Fig.6d. This is ideal for acoustic delay lines
and ultrasonic transmitters that must preserve energy across
propagation distances.

Speci�c loss becomes negligible in most ranges of wave number
chi, con�rming the e�ectiveness of combined shorted-isothermal
conditions in reducing dissipation in Fig.7a. This makes the
case highly attractive for precision devices requiring minimum
noise andmaximumenergy e�ciency, such asmedical ultrasound
probes.

TheGN-III predictions here are again lower than the TPLmodel
but consistent in trend in Fig.7b. These results provide further
con�dence that di�erent models converge qualitatively under
highly constrained boundaries. Engineers may exploit this case
for developing thermal-insensitive and grounded sensor systems.
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(a) Speci�c loss TPL (ISO) (b) Speci�c loss GNIII (ISO)

(c) Attenuation coe�cient GNIII
(ISO)

(d) Speci�c loss GNIII (ISO)

Figure 7. 3D variations of � and � under electrically shorted, isothermal
conditions for TPL (a) and GN-III (b–d) models.

Attenuation here is the lowest across all GN-III predictions,
con�rming this as the least dissipative scenario studied in Fig.7c.
This makes it highly suitable for telecommunication waveguides
and piezoelectric signal-processing devices, where signal integrity
must be preserved.
The loss factor is minimal and nearly �at across the range of

inclination and wave number studied in Fig.7d. This indicates
that energy dissipation is practically absent under these combined
conditions. In real-life, such predictions are critical for medical
imaging probes and high-e�ciency wave sensors, where stability
and clarity of signal are vital.

Figure 8. Validation of computed phase velocity against reference results
from Sharma et al. [45].

This validation �gure shows the close agreement between the
present study and published literature, con�rming the robustness
of the theoretical and numerical framework used in Fig.8. The
excellent match ensures reliability for practical applications. With
validated models, engineers can con�dently apply these results
to aerospace composite panels, medical ultrasonic sensors, and
smart piezoelectric devices, ensuring both performance and safety
in practical environments.

This Fig.9a highlights where predictions from the two models
diverge most. Large deviations occur at lower inclination angles
and higher wave numbers, while agreement is closer at higher
angles. Such results emphasize the importance of model choice in
practical applications, guiding engineers to select themost reliable
framework for wave-based device design.

(a) Relative phase velocity di�erence (b) E�ciency index TPL

(c) Combined e�ect of attenuation
coe�cient and spec�c loss

(d) Residuals between predictions and
data

Figure 9. Three-dimensional variations across wave number � and
inclination angle � are illustrated for: (a) percentage di�erence in phase
velocity between TPL and GN-III models, (b) e�ciency index (phase
velocity to speci�c loss ratio) for the TPL model, (c) combined e�ect of
attenuation coe�cient and speci�c loss under the TPL model, and (d)
residuals between present predictions and reference literature data.

This Fig.9b identi�es regions where waves propagate with
maximum speed and minimum loss. The e�ciency peaks at
higher inclination angles and moderate wave numbers. Such
an index is valuable for optimizing devices such as sensors,
waveguides, and energy harvesters where both speed and
e�ciency are critical.
This Fig.9c shows how attenuation and speci�c loss reinforce

each other in certain regimes. Coupled high values appear at
low inclination angles and mid-range wave numbers, indicating
ranges of severe damping. These insights help in designing
damping composites and noise isolation materials.
The residual surface demonstrates that discrepancies remain

small and distributed studied in Fig.9d, con�rming excellent
agreement with previous studies. Such comprehensive validation
strengthens con�dence in applying the model to new material
systems and boundary conditions.
This Fig.10 visually demonstrates boundary condition e�ects

in a single plot. It shows how isothermal boundaries slightly
enhance phase velocity, while shorted boundaries reduce it. Such
comparative visualization aids in understanding how electrical
and thermal boundaries a�ect practical device performance.

11. Theory of Machines and Machine Learning
Integration

In addition to the analytical framework of Rayleigh-type surface
wave propagation under Green–Naghdi III, and three-phase lag
theories, the present extension incorporates perspectives from the

Applied Mathematical Biosystems 64



N. Chand Machine Learning-Assisted Heat and Mass Transfer Analysis in Orthotropic Piezoelectric Thermoelastic Half-Space

theory of machines and machine learning (ML). Concepts such
as damping, transmissibility, and dynamic e�ciency in classical
machine theory are analogous to attenuation coe�cients, speci�c
loss, and wave energy transmission in piezoelectric substrates. To
accelerate prediction and classi�cation, ML models were trained
on analytical datasets, enabling rapid evaluation and design
optimisation.

Figure 10. Representative average phase velocity surface for TPL model
considering EO-TI, ES-TI, EO-ISO, ES-ISO conditions.

11.1. Why Machine Learning is Applied

Machine learning provides a computationally e�cient surrogate
for the analytically intensive wave propagation models. Instead
of repeatedly solving complex secular equations, regression-
based ML models instantly predict phase velocity, attenuation
coe�cients, and speci�c loss values across ranges of wave
numbers and inclination angles. Furthermore, classi�cation
models accurately infer boundary conditions (e.g., EO-TI, ES-
TI, EO-ISO, ES-ISO) from measured wave response features. This
integration signi�cantly reduces computational cost, supports
real-time optimization of piezoelectric surface acoustic wave
devices, and facilitates diagnostics in structural healthmonitoring.

Figure 11. Geometry of Ortho-piezo-thermoelastic half-space with
interfaces with ML

This schematic means Fig.11 provides the physical basis for the
analytical and ML-extended models, illustrating the propagation
direction, wave number (�), and inclination angle (�).

(a) Analytical phase velocity (b) ML-predicted phase velocity

(c) Analytical attenuation (d) ML-predicted attenuation

Figure 12. Three-dimensional surfaces under EO–TI boundary conditions
are shown for: (a) analytical phase velocity, (b) ML-predicted phase
velocity, (c) analytical attenuation, and (d) ML-predicted attenuation.

The surface shows phase velocity increasing with inclination
angle � and saturating with �, serving as the theoretical baseline
in Fig.12a. The surrogate model reproduces the analytical
behavior with high �delity in Fig12b, enabling near-instant
prediction without solving secular equations. Attenuation is
higher at small� and low�, stabilizing at larger�. This represents
the baseline damping regime of the system in Fig.12c. The
surrogate model matches analytical trends and enables rapid loss
estimation for optimization of device design in Fig.12d.

(a) Residual map (b) Confusion matrix

Figure 13. (a) Residual map (ML – Analytical) for phase velocity under
EO–TI boundary conditions. (b) Confusionmatrix for boundary condition
classi�cation.

The heatmap highlights the small di�erences between ML
predictions and analytical solutions. Residuals are minimal
across most of the domain, with slight variations in localized
regions studied in Fig.13a. The matrix demonstrates accurate
classi�cation of boundary conditions (EO–TI, ES–TI, EO–ISO,
ES–ISO) based on measured phase velocity, attenuation, and
speci�c loss. This shows the capability of ML to recover boundary
types from observable data in Fig.13b.

12. Conclusion

12.1. Phase velocity findings

• Phase velocity consistently increases with inclination angle
alpha and saturates with wave number chi, con�rming
dispersive but stabilizing behavior.
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• Electrically open cases predict higher phase velocities than
electrically shorted ones, while isothermal conditions slightly
enhance velocity compared with thermally insulated ones.

• The TPL model generally yields higher phase velocities than
the GN-III models, highlighting the role of microstructural
assumptions in wave modeling.

• These results are crucial for tuning surface acoustic wave
sensors, delay lines, and wave �lters where velocity control
is essential.

12.2. Attenuation coefficient findings

• Attenuation is strongest at low inclination angles and
gradually decreases as alpha increases, while it grows with
wave number chi at low values and stabilizes at higher values.

• Electrically shorted and isothermal conditions signi�cantly
reduce attenuation, making them favorable for long-range
signal transmission.

• GN-III consistently predicts lower attenuation than TPL,
suggesting reduced damping in this framework.

• These results are directly applicable to nondestructive
testing, biomedical ultrasound, and long-distance ultrasonic
communication, where low attenuation ensures clear signals.

12.3. Specific loss factor findings

• Loss behavior is highly dependent on boundary conditions:
TPL predicts higher losses at larger inclination angles, while
GN-III shows higher losses at smaller angles.

• Isothermal conditions reduce loss compared with thermally
insulated ones, and combined shorted-isothermal cases
nearly eliminate it.

• Speci�c losses peak at mid-range wave numbers, showing
frequency-dependent dissipation behavior.

• Practical applications include energy harvesting, vibration
isolation, and noise absorption, where controlled energy
loss is either minimized (for e�ciency) or maximized (for
damping).

12.4. Model Sensitivity (Relative Difference in Phase
Velocity)

• The comparison between TPL and GN-III models
demonstrates that the choice of microstructural theory
signi�cantly in�uences wave predictions, particularly at low
inclination angles and high wave numbers.

• This emphasizes that researchers and engineers must
carefully select the theoretical framework to ensure accurate
design of piezoelectric and thermo-electro-elastic devices.

12.5. Propagation Efficiency (Efficiency Index)

• The e�ciency index reveals optimal ranges where waves
propagate rapidly with minimal losses.

• These high-e�ciency regimes, identi�ed at moderate wave
numbers and larger inclination angles, directly bene�t the
design of high-performance sensors, waveguides, and energy
harvesters, where balancing speed and low dissipation is
essential.

12.6. Coupled Damping Behavior (Attenuation–Loss
Correlation)

• The correlation surface shows that attenuation and speci�c
loss amplify each other under certain orientations and
frequency ranges, leading to severe damping zones.

• This outcome is crucial for damping composite materials
and acoustic noise-control systems, where identifying and
controlling coupled loss mechanisms improves material
reliability.

12.7. Boundary Condition Influence (Average Phase
Velocity Across Boundaries)
• By averaging boundary conditions in a uni�ed 3D
representation, the �gures highlight how isothermal and
electrically open conditions enhance propagation, while
shorted and insulated conditions reduce velocity.

• This provides engineers with a direct guideline on how
boundary management in composite structures can tune
device behavior, a valuable insight for surface acoustic
wave (SAW) �lters, ultrasonic transducers, and structural
monitoring systems.

12.8. Model Validation (Residuals Surface)
• The residual surface con�rms excellent agreement between
the present model and published results, with only minor
distributed discrepancies.

• This ensures that the methodology is robust and reliable,
reinforcing con�dence for its application in aerospace
composites, medical imaging probes, and smart material-
based devices where predictive accuracy is critical.

12.9. Validation outcome
• The validation plot shows excellent agreement with
published results (Sharma et al. [45]), con�rming the
robustness of the analytical and numerical framework.

• This agreement ensures that the �ndings are reliable and can
be con�dently extended to other composite and boundary
condition scenarios.

12.10. Conclusion with Machine Learning implementation:
• Machine learning surrogates accurately replicate analytical
results for phase velocity and attenuation, reducing reliance
on complex secular equation solving.

• Residual analysis shows minimal error, con�rming the
reliability of ML predictions across the � − � domain.

• Classi�cation models successfully identify boundary
conditions from measured wave response features,
enhancing diagnostic capabilities.

• Integration of ML enables real-time optimization and rapid
parametric analysis, directly supporting device design and
structural health monitoring.

• The combined analytical–ML framework provides a
computationally e�cient and practically relevant extension
of the present study.

The 3D �gures analyses not only validate the theoretical
framework but also extend the research by providing sensitivity
maps, e�ciency zones, and coupled damping insights that are not
visible in standard 2D plots. These �ndings enhance the novelty
of the study, giving engineers and researchers practical design
guidelines for optimizing wave propagation, minimizing losses,
and tailoring boundary conditions in real-world devices.
12.11. Future Work and Extension
The present study establishes a strong foundation for
understanding thermo-electro-mechanical wave propagation in
Orthotropic piezoelectric composite structures. Future work can
extend this research by:
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• Investigating nonlinear wave interactions and their role
in defect detection and damage progression in advanced
composites.

• Extending the analysis to multi-layered and functionally
graded materials, which are increasingly used in aerospace
and biomedical applications.

• Incorporating temperature-dependent material properties
formore accuratemodeling in high-temperature or cryogenic
environments.

• Exploring nanostructured and magneto-electro-elastic
composites, where additional coupling e�ects may further
modify wave behavior.

• Validating the model with experimental data and integrating
it into simulation tools for industrial design optimization.

Such extensions will not only broaden theoretical understanding
but also accelerate practical applications in smart materials,
energy harvesting systems, aerospace structures, and next-
generation medical ultrasonic devices.

13. Applications

The �ndings on phase velocity of Fig.14 and attenuation directly
apply here, as controlling these parameters allows precise tuning
of sensor sensitivity and selectivity. By minimizing speci�c losses,
SAW devices can achieve higher detection accuracy for gases,
chemicals, and biological agents. The research outcomes on
boundary e�ects and e�ciency indices provide design guidelines
for optimizing electrode spacing and substrate orientation in real-
world SAW sensors [46–48].

Figure 14. Schematic of a surface acoustic wave (SAW) sensor where
waves propagate along an Orthotropic piezoelectric substrate through
interdigital electrodes.

The research �ndings of the Fig.15 on coupled attenuation
and speci�c loss are critical for defect detection in aerospace
composites. Lower attenuation ensures that guided waves travel
longer distances without losing strength, while sensitivity to
boundary conditions enables accurate localization of cracks
or delaminations. The validated models con�rm that reliable
monitoring can be achieved, making these results directly
applicable in designing safer and more durable aerospace
structures [49–51].

Figure 15. Conceptual diagram of an aerospace fuselage composite
panel equipped with embedded Orthotropic piezoelectric waveguides
for structural health monitoring.
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Appendix A

A1 =
A12A23+A22A13+A32A43−A33A42−A52A62

A23A13−A33A43
,
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,
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A23A13−A33A43
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A23A13−A33A43

.
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Ã�ns2 + B̃Ῡ�n �̄s2 − �nc2 + �p2�pc2, A23 = B̃Ῡ�n, A31 = �pe2s4 −
�pe2s2c2, A32 = �pe2C2s2 + �ps2 − �pc2 + C3�pe1s2, A33 = �pC2,
A41 = e2s2c2 − Ãe2s4, A42 = −Ãs2 − B̃Ῡe2s2 + c2 − ��̄c2p, A43 =
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B1n = C2sVn + C2mn + e2�psWn,
B2n = (C3 − C2) s + C1mnVn + �pmnWn −

�̄
i�
Tn,

B3n = (e1 − e2) s + mnVn − �nmnWn +
p
i�
Tn.
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